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CONSPECTUS: The generalized energy-based fragmentation (GEBF)
approach provides a very simple way of approximately evaluating the
ground-state energy or properties of a large system in terms of ground-state
energies of various small “electrostatically embedded” subsystems, which can
be calculated with any traditional ab initio quantum chemistry (X) method (X
= Hartree−Fock, density functional theory, and so on). Due to its excellent
parallel efficiency, the GEBF approach at the X theory level (GEBF-X) allows
full quantum mechanical (QM) calculations to be accessible for systems with
hundreds and even thousands of atoms on ordinary workstations. The
implementation of the GEBF approach at various theoretical levels can be
easily done with existing quantum chemistry programs.
This Account reviews the methodology, implementation, and applications of
the GEBF-X approach. This method has been successfully applied to
optimize the structures of various large systems including molecular clusters,
polypeptides, proteins, and foldamers. Such investigations could allow us to elucidate the origin and nature of the cooperative
interaction in secondary structures of long peptides or the driving force of the self-assembly processes of aromatic oligoamides.
These GEBF-based QM calculations reveal that the structures and stability of various complex systems result from a subtle
balance of many types of noncovalent interactions such as hydrogen bonding and van der Waals interactions. The GEBF-based
ab initio molecular dynamics (AIMD) method also allows the investigation of dynamic behaviors of large systems on the order of
tens of picoseconds. It was demonstrated that the conformational dynamics of two model peptides predicted by GEBF-based
AIMD are noticeably different from those predicted by the classical force field MD method.
With the target of extending QM calculations to molecular aggregates in the condensed phase, we have implemented the GEBF-
based multilayer hybrid models, which could provide satisfactory descriptions of the binding energies between a solute molecule
and its surrounding waters and the chain-length dependence of the conformational changes of oligomers in aqueous solutions. A
coarse-grained polarizable molecular mechanics model, furnished with GEBF-X dipole moments of subsystems, exhibits some
advantages of treating the electrostatic polarization with reduced computational costs. We anticipate that the GEBF approach will
continue to develop with the ultimate goal of studying complicated phenomena at mesoscopic scales and serve as a practical tool
to elucidate the structure and dynamics of chemical and biological systems.

1. INTRODUCTION

The rapid development of chemistry and related sciences calls
for the application of accurate quantum mechanical (QM)
methods and molecular dynamics techniques to more
sophisticated systems. At the present stage, QM/MM
(molecular mechanics) hybrid methods1,2 are the most popular
theoretical methods to describe electronic structures of a wide
range of complex systems. In QM/MM methods, only a small
active region of the system that is of major interest is treated
with QM methods, while the remainder is treated classically
using MM methods. With QM/MM methods, people now can
understand many types of chemical processes in solution and in
proteins. However, many interesting chemical problems require
full QM treatments for quantitative descriptions, the assembly
processes of molecular aggregates, the structures and dynamics
of biomolecules, etc. The applications of QM calculations to

the large-sized systems are usually prohibited by the high
computational scaling of conventional QM methods. In general,
only linear scaling methods (whose computational cost scales
linearly with the system) can serve as powerful tools for
complex systems. A variety of linear scaling approaches have
been proposed for various quantum chemistry methods.3−41

Especially, fragment-based approaches based on chemical
intuition have emerged as practical tools for QM calculations
of very large systems.12−41 Among these approaches, the first
fragment-based method is the explicit polarization method16,17

developed for molecular clusters (or liquids), and more
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advanced fragment-based approaches22−41 have been developed
to treat general large molecules and molecular clusters.
For general macromolecules or molecular aggregates, we

have developed the generalized energy-based fragmentation
(GEBF) approach.28 This approach is an extension of the
energy-corrected molecular fractionation with conjugated caps
(EC-MFCC) approach developed by us for neutral systems26

and its refined approach proposed by Ma and co-workers27 for
systems with charged groups. In the GEBF approach,28−36 the
ground-state energy of a large system (macromolecule or
molecular cluster) can be directly estimated with energies of
small “electrostatically embedded” subsystems, which can be
computed easily with existing quantum chemistry programs.
Thus, the GEBF approach has a much wider range of
applicability, since it works well not only for neutral systems
but also for systems with charged and polar groups. Our recent
works42−47 have demonstrated that the GEBF approach can
provide satisfactory descriptions at various ab initio levels for a
wide range of complex systems, which are beyond the capability
of traditional QM methods. In this Account, we will describe
briefly the principles and implementation details of the GEBF
method and provide some examples to show how the GEBF
approach can serve as a powerful tool in predicting structures,
stability, and dynamics of various complex systems.

2. GENERALIZED ENERGY-BASED FRAGMENTATION
APPROACH AND ITS IMPLEMENTATION

2.1. Ground-State Energies

Within the GEBF approach, the ground-state energy of a large
molecule can be directly assembled from ground-state energies
of various subsystems, each of which is embedded in the
background point charges at all distant atoms (outside this
subsystem). With such “embedded” subsystems, the electro-
static interaction between any two distant fragments in the
target system is approximately taken into account. The total
energy of a large system can be evaluated with the following
expression:28
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where Ẽm stands for the total energy of the mth subsystem
(including the self-energy of background point charges),Cm
represents the coefficient of the mth subsystem, QA is the net
atomic charge on atom A, and M is the total number of
subsystems. The GEBF approach has been demonstrated to
work at various theoretical levels, such as Hartree−Fock (HF),
second-order Møller−Plesset perturbation theory (MP2),
density functional theory (DFT), and couple cluster singles
and doubles (CCSD). For convenience, we use the
abbreviation GEBF-X to represent a GEBF calculation at the
X level (X = HF, DFT, etc.). The general procedure for
performing a single-point GEBF-X calculation is illustrated in
Figure 1a, which includes the following steps: (1) The
fragmentation of a large molecule into N fragments by cutting
single bonds or hydrogen bonds. With a number of functional
groups stored in the database, one can achieve the automatic
fragmentation of a general molecule.32 (2) The construction of
various subsystems in terms of fragments, and the derivation of
the coefficients (Cm) occurring in eq 1. For each fragment, a
primitive subsystem centered on this fragment can be formed
by adding environmental fragments within a given distance
threshold (ξ) (usually taken as 4.0 Å). Hydrogen atoms are
added as capping atoms for valence saturation if necessary. The
coefficients of these primitive subsystems are all set to +1.
Assume that the maximum number of fragments in all primitive
subsystems is M. By decomposing the total energy of each
primitive subsystem in terms of n-fragment terms (n ≤ M) and
summing up the identical terms, one can find that some terms
may have the coefficients different from +1 (due to the
overlapping of some primitive subsystems). Thus, to eliminate
the overcounting of some multifragment (or one-fragment)
terms, one should construct a series of smaller subsystems
(called derivative subsystems). The coefficients of derivative
subsystems are determined so that the net number of any
specific n-fragment term is +1. The details of this procedure

Figure 1. GEBF-X (X = HF, DFT, MP2, etc.) procedure (a) and an illustrative picture of a target molecule and one of its “embedded” subsystems
(b). For each subsystem, point charges are placed on all atoms outside of the subsystem.
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have been described elsewhere.32 An example for illustrating
this procedure is given in Supporting Information. (3) The
computation of the net atomic charges on all atoms in the
target system. In the first step, by performing HF (or DFT)
calculations on isolated primitive subsystems, one could obtain
initial atomic charges on all atoms (we put one point charge per
atom at the nuclear center). Then, refined atomic charges are
extracted from HF or DFT calculations on “electrostatically
embedded” subsytems. An iterative procedure28 can be used to
obtain converged atomic charges. (4) Conventional ab initio
calculations at the X level on all “embedded” subsystems (an
illustrative picture of one subsystem is given in Figure 1b).
Then, one can employ the energies of all subsystems to
compute the total energy of the target system.
2.2. Energy Derivatives and Molecular Properties

Molecular properties describe the response of the molecular
system to an external perturbation. If the external electrical field
is weak (the usual case), the dipole moment and static
polarizability of a large molecule can be approximately
evaluated within the GEBF approach as28
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where Ω̃m is the corresponding property of the mth
“embedded” subsystem. Other properties of chemical interests
are the geometrical derivatives of the total energy with respect
to nuclear displacements. Within the GEBF approach, the fully
analytic energy gradients of the target system can be expressed
as follows:
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where A denotes a real atom in a given subsystem, a and b
denote the point-charge centers, Fn,a is the electric field
generated by the nth subsystem on the center a (which can be
calculated with some existing ab initio programs), and fab
represents the Coulomb force between charge on b and charge
on a,
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In previous studies,32 we demonstrated that the formula listed
below is an excellent approximation to the GEBF energy
gradients described above:
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Hence, the gradients of the GEBF energy on a given atom can
be evaluated with the corresponding gradients on this atom in
some subsystems, which include this atom as a real atom. The
details of the derivation of the above GEBF energy gradient can
be found in ref 32. To illustrate the accuracy of the GEBF
energy gradients, we have compared the HF and GEBF-HF
energy gradients for 10 randomly selected structures during the
optimization of a hydrogelator (shown in Figure S1, Supporting
Information) at the 6-31G(d) basis set. The results (Table S1,

Supporting Information) show that the root-mean-squared
deviations (RMSDs) between the HF and GEBF-HF gradients
at all atoms are only around 0.0005 au/bohr with the formula in
eq 3 or 0.0006 au/bohr with the formula in eq 5. In addition,
the GEBF-HF optimized geometries for this system with both
fully analytic gradients and approximate gradients are very close
to each other. The RMSD between the full system HF-
optimized structure and the GEBF-HF optimized structures
(obtained with both gradient formulas) is less than 0.08 Å. The
results presented here (and reported previously32,43,45) indicate
that the GEBF energy gradients are very good approximations
to the full system energy gradients. For many other systems,
our recent calculations also show that the calculations with both
formulas, eq 3 or eq 5, usually give almost identical results. In a
very similar way, the second derivatives of the total energy (or
the Hessian matrix) can also be computed from the second
derivatives of the total energies of various “embedded”
subsystems. Thus, with the GEBF approach, one can easily
determine stationary points and compute vibrational frequen-
cies and intensities of normal modes.29 In the following, the
energy gradients from eq 5 are employed for all geometry
optimizations and molecular dynamics (MD) simulations. In
addition, various thermochemistry data (such as enthalpy, free
energy, etc.) at a given temperature and pressure can also be
obtained.
The implementation of the GEBF approach is easy and

straightforward. We have developed the LSQC48 program to
perform GEBF-based ab initio calculations. The main functions
of the LSQC program include (1) the construction of various
subsystems, (2) the generation of input files for subsystem
calculations, and (3) the calculation of the total energy or
energy derivatives from the corresponding quantities of various
subsystems. The calculations of all subsystems are carried out
with some popular quantum chemistry packages such as
Gaussian 09.49

3. STRUCTURES AND STABILITY OF COMPLEX
SYSTEMS

3.1. Water Clusters

Exploring the structures and properties of various molecular
aggregates is fundamentally important in physical, chemical,
and biological fields. The GEBF approach can greatly extend
the applications of ab initio calculations to the complex
molecular clusters. For example, the combination of ab initio-
based GEBF method and the polarizable AMOEBA potential50

has been employed to investigate low-energy structures and
stability of water clusters (H2O)n with n = 20−30.43 First, a
large database of low-lying isomers is generated by using a
modified basin-hopping optimization method with the
AMOEBA potential. Then, for selected dozens of low-lying
structures, we optimized their structures at the GEBF-B3LYP/
6-311++G(d,p) level. Our calculations indicate that for water
clusters a transition from one-centered to two-centered cage
structure first appears at n = 26, and the number of hydrogen
bonds per water molecule in the lowest-energy structure tends
to increase gradually with increasing the cluster size. The
lowest-energy structures predicted by GEBF-B3LYP and
GEBF-MP2 are different in some water clusters (the lowest-
energy structures of three water clusters at the GEBF-MP2/6-
311++G(3df,2p) level are shown in Figure 2a). On the other
hand, the combination of the GEBF approach with the
explicitly correlated F12 methods51 can be applied to obtain
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very accurate relative energies of molecular clusters. With the
GEBF-CCSD(T)-F12a/HF method,35 we computed the
average binding energies (ABEs) for four water clusters
(H2O)n (n = 15−18) at the aug-cc-pVDZ basis set. With the
X3LYP global minimum structures,52 we have reoptimized the
structures of these clusters with the PWB6K functional.53 The
GEBF-CCSD(T)-F12a/HF results show that the ABE per
water molecule in the four clusters increases gradually from
10.6 to 10.9 kcal/mol with increasing the cluster size (Figure
S2, Supporting Information). The calculated ABEs here should
be very close to the complete basis set CCSD(T) values. It
could be expected that the GEBF-based explicitly correlated
methods can provide highly accurate information on structures
and stabilities of general molecular clusters.
3.2. Secondary Structures of Polypeptides

Understanding the factors that control the interconversion
among secondary structures of polypeptides remains an active
subject in peptide chemistry. Previous ab initio studies are
limited to relatively small polypeptides. Relative to the β-strand
structures, both α- and 310-helical structures exhibit significant
amounts of cooperativity, due to the collective interaction of
inter-residue hydrogen bonds. Until recently, the origin and
nature of the cooperative interaction in long helical structures
have not been well recognized. To elucidate this issue, we have
carried out a computational study45 on three typical secondary
structures of a series of polyalanines, acetyl(Ala)NNH2. With
GEBF-MP2 energies as reference data, we find that the M06-2X

functional54 can provide satisfactory results, while the popular
B3LYP functional is not reliable for long polyalanines, due to
the lack of van der Waals (vdW) interactions.55 The optimized
structures obtained with GEBF-M06-2X/6-31G** for two
helical conformations of the polypeptide with 40 residues (with
409 atoms) are shown in Figure 2b. One can see that in α-helix
the average HB length is somewhat longer than that in 310-helix
and the backbone length is shorter than that in 310-helix. In
general, α-helices are more stable than 310-helices for systems
with more than 10 residues, and the relative stability of α-
helices (relative to the β-strand counterpart) decreases more
steeply than those of 310-helices with increasing the number of
residues. Detailed analysis shows that the long-range electro-
static interaction tends to stabilize 310-helices more than α-
helices, and the stronger cooperativity in α-helices over 310-
helices is mainly from the dispersion-like interaction. This
result is in contradiction with the traditional viewpoint that the
long-range electrostatic interaction stabilizes α-helices over 310-
helices.56

3.3. Proteins

With the GEBF-DFT approach, now we can routinely obtain
optimized structures for proteins with hundreds or thousands
of atoms. For example, the optimized structure of crambin
(with 642 atoms) obtained at the GEBF-M06-2X/6-31G level
(with the crystal structure as the initial structure) is displayed in
Figure2c, together with the experimentally measured X-ray
structure for comparison. The RMSD between the two
structures is only 0.46 Å. Thus, the GEBF-DFT approach can
be used to predict the three-dimensional structures of some
proteins, whose structures are experimentally unknown. In such
cases, one may use threading and homology modeling
methods57 to build initial three-dimensional structures for
subsequent geometry optimizations.

3.4. The Self-Assembly Process of Aromatic Oligoamides

The folding or assembling processes of artificial oligomers into
foldamers are usually dominated by many types of noncovalent
interactions. Quantitative understanding of the factors that
control these processes is still lacking, since the artificial
oligomers synthesized by experimental chemists are usually
beyond the capability of conventional QM calculations. We
have applied the GEBF-DFT(vdW) (DFT with empirical vdW
correction55) approach to investigate the energetics of the self-
assembly processes of several aromatic oligoamides (based on
2,6-diaminopyridine and 2,6-pyridine dicarboxylic acids).42 For
two oligomeric species, our geometry optimizations at the 6-
31G** level led to two double-helical structures. In both cases,
the RMSD value between the crystal and optimized structures
is small. To understand why two single helices will assemble
into a double-helical structure, we have calculated the
dimerization energy (ΔE = Edouble − 2Esingle) to measure the
driving force for the self-assembly process. Our calculations
show that for both species the formation of the dimeric species
from two single helical strands is an energetically favorable
process, and the interstrand vdW interaction offers the main
driving force for this self-assembly process. Furthermore, for
one compound, we also optimized the structures of single-
helical strands and double-helical foldamers for two longer
homologues (nonamer and tridecamer). The optimized
structure of the tridecameric dimer (with 490 atoms) is
displayed in Figure 2d. The dimerization energy is estimated to
be −5.1 kcal/mol for the nonameric strand and +8.8 kcal/mol
for the tridecameric strand, respectively. Thus, the double-helix

Figure 2. Optimized structures obtained with the GEBF approach: (a)
structures of the lowest-energy water clusters (H2O)n (n = 26, 28, 30)
at the GEBF-MP2/6-311++G(3df,2p) level; (b) optimized α-, and 310-
helical structures of the polypeptide acetyl(Ala)40NH2, obtained at the
GEBF-M06-2X/6-31G** level; (c) superposition between the
optimized structure (yellow) of crambin at the GEBF-M06-2X/6-
31G level and the corresponding crystal structure (blue); (d) double
helical foldamer formed from two tridecameric strands optimized at
the GEBF-B3LYP(vdW)/6-31G** level.
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dimer from the tridecameric strand is predicted to be
thermodynamically unstable. This result is in qualitative
agreement with the related experimental facts that short
aromatic oligoamides can form double-helical dimers, but
their longer analogues cannot.58

4. STRUCTURAL DYNAMICS OF BIOMOLECULES
FROM GEBF-BASED MOLECULAR DYNAMICS

The dynamic properties of large systems can be investigated by
GEBF-based ab initio MD (AIMD) method, in which forces on
nuclei are obtained by “on the fly” GEBF-based QM
calculations. To investigate the behavior of the GEBF-based
AIMD, we first perform a microcanonical (NVE) simulation at
the GEBF-M06-2X/STO-3G level with a time step of 0.25 fs
for a 310-helical model peptide, acetyl(Ala)18NH2 (abbreviated
as (Ala)18) to check whether the total energy is conserved. The
change of energy in the 3000 time steps (0.75 ps) is displayed
in Figure S3 (Supporting Information). One can see from
Figure S3 that the energy change is about 0.004 au, being
comparable to the energy change (0.003 au) in full system
AIMD simulations with the same conditions. This result shows
that GEBF-AIMD is applicable for short time (approximately
picoseconds) AIMD simulation since the deviations are on the
order of about 0.0001% with respect to the total energy of the

system (4601 au). To illustrate the performance of the GEBF-
based AIMD method, we have investigated the conformational
dynamics of two model peptides, (Ala)8 and (Ala)18. The
AIMD simulations were carried out at the GEBF-M06-2X/6-
31G level in the canonical (NVT) ensemble for both systems at
300 K. The trajectories were propagated with the modified
Beeman algorithm with a time step of 1 fs. In addition, under
the same conditions, we also perform AIMD simulations with
the conventional M06-2X method for (Ala)8 (with the α-helical
structure as the initial structure) and classical MD simulations
with CHARMM22 force field59 method for comparison. For
(Ala)18 (with the 310-helical structure as the initial structure),
we only perform GEBF-M06-2X/6-31G AIMD and classical
MD simulations, since the corresponding M06-2X AIMD
simulations are very time-consuming.
By monitoring the variation of the average 310-type and α-

type O−H distances in hydrogen bonds between residues
(except those involving terminal residues) in each structure,
one can get some insight into the conformational changes
between helical structures for peptides under study. As shown
in Figure S4 in Supporting Information, both M06-2X and
GEBF-M06-02X AIMD calculations predict that at 300 K the
conformation change from α-helical to 310-helical structure
does occur in the 5 ps simulation in (Ala)8. However, classical

Figure 3. Average values of 1−3 type and 1−4 type O−H distances (except those involving terminal residues), which can characterize 310- and α-
helical structures, respectively, as functions of time in MD simulations of (Ala)18 (with the 310-helical structure as the initial structure) with (a)
GEBF-M06-2X and (b) CHARMM22 force field at 300 K. Here the 1−3 (or 1−4) O−H distance indicates the distance between the O atom in the
jth residue and the H atom in the (j+3)th [or (j+4)th] residue. Four snapshots at times of 1.0 and 3.0 ps from GEBF-M06-2X and CHARMM22
MD simulations are shown in parts c−f, respectively.
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MD simulations with the CHARMM22 force field fail to
describe the conformation change between two helical
structures during the simulation time. This result is in accord
with the fact that the optimized α-helical structure at the
GEBF-M06-2X/6-31G level is higher in energy (by 2.3 kcal/
mol) than the corresponding 310-helical structure, whereas a
reverse order is predicted by the CHARMM22 force field
(Table S2, Supporting Information). For (Ala)18, one can see
from Figure 3 that at 300 K the 310-helical structure remains
almost unchanged during the 5 ps GEBF-M06-2X AIMD
simulations, but it quickly transforms into the α-helical
structure (at the time of about 2 ps) in the classical MD
simulations with the CHARMM22 force field. For this system,
GEBF-M06-2X and CHARMM22 predict that the α-helical
structure is more stable than the 310-helical structure by 16.9
and 52.7 kcal/mol, respectively. The very different dynamic
behaviors of (Ala)18 at two theoretical levels should be ascribed
to the big energy difference predicted by two methods. From
MD simulations on both peptides, we can conclude that the
force field methods may give incorrect descriptions on
dynamics of large biomolecules in some cases. Our illustrative
applications show that GEBF-based AIMD may provide a
practical tool to investigate the dynamic behaviors of many
interesting chemical systems on the order of tens of
picoseconds.

5. GEBF-BASED MULTILAYER MODELS FOR
COMPLEX SYSTEMS IN CONDENSED PHASE

The extension of the GEBF approach to the multilayer hybrid
energy models is necessary to treat even more complicated
systems in condensed phase. The essence of the multilayer
models is to treat different parts of a large system at different

theoretical levels, spanning from ab initio electronic structure
methods to MM methods. The GEBF-based multilayer models
may be implemented in either simultaneous or sequential ways,
as shown in Figure 4. In simultaneous two-layer GEBF-based
ONIOM model (Figure 4a), the small active part is treated with
the high-level GEBF-X (X = MP2, CCSD, etc.) and the
remaining part is treated with a low-level Y method (Y = HF,
DFT, MM, etc.). The only difference between the GEBF-based
ONIOM models and conventional ONIOM models is that the
conventional X calculation is replaced with the GEBF-X
calculation. The advantage of this GEBF-based ONIOM
model over the conventional ONIOM models is that a much
larger active part can be treated with the GEBF-X method.
With the GEBF-based ONIOM models, we can perform MD

or Monte Carlo (MC) simulations to sample the conforma-
tional space of large systems in liquid and solutions. For
example, we have carried out the GEBF-QM/MM MD
simulations on two polymers, poly(ethylene oxide) (PEO)
and polyethylene (PE), with various chain lengths in aqueous
solutions to investigate their dynamic curling behaviors.31 In
such MD simulations, oligomers with up to 30 repeat units are
treated with the GEBF-HF method, and water solvents are
treated with the MM method. The time-dependence of
calculated end-to-end distances indicates that the curling rate
of both polymers will first increase and then decrease with
increasing number of atoms in the main chain, but PE tends to
have a larger curling rate than PEO (due to the strong
hydrogen bonding interactions between water solvents and
PEO).
On the other hand, sequential multilayer models are also

adopted in studying complex systems, in which several
calculations are carried out at different theoretical levels. For
instance, one may sample the conformational space at the MM

Figure 4. GEBF-based multilayer hybrid models: (a) two-layer GEBF-X/Y ONIOM model; (b) sequential multilayer model; first, conformational
sampling is performed at the MM level, and then average properties are calculated with the three-layer GEBF-X/GEBF-Y/Z (X = MP2-F12, Y =
MP2, Z = DFTB) ONIOM model; (c) GEBF-based polarizable coarse-grained (CG) MM model. The fragment-based charges and dipoles required
in the CG MM model are obtained from GEBF-based QM calculations at some snapshots.
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level and calculate the average energies or properties with the
high-level GEBF-based ONIOM models. Recently, we have
employed a three-layer GEBF-based ONIOM model (Figure
4b) to investigate the binding energies between a methanol
molecule and its surrounding waters molecules in dilute
methanol aqueous solutions.35 In a large cluster model (with
3351 atoms), a methanol and its neighboring water molecules
within 4 Å (first solvent shell), the water molecules between 4
and 9 Å, and the remaining part (up to 20 Å) are treated with
the GEBF-MP2-F12, GEBF-MP2, and DFTB (density func-
tional tight-binding), respectively. We found that the long-
range interaction between a methanol molecule and water
molecules within about 9 Å is essential to obtain the accurate
binding energy. This study suggests that very large cluster
models should be used in studying the properties of polar
molecules in polar solvents.
In another type of hybrid model, we use the GEBF-based

QM calculations to get atomic charges and dipole moments
(and other properties) for predefined fragments, which may
provide input parameters for polarizable MM methods. In most
polarizable MM models, the electrostatic contributions are
computed with atom-based charges and dipole moments,
whose computational cost scales quadratically with the total
number of atoms. Recently, we suggested an alternative
polarizable coarse-grained (CG) MM model (Figure 4c),46,47

in which a set of fragment-based electrostatic parameters are
used to dramatically reduce the computational cost. Here a
fragment may be chosen as a secondary structure, a residue, or
even an atom. The selection of these fragments can be achieved
according to the variation of fragment-based charges or dipoles
in response to the electrostatic environment. These parameters
may be obtained from GEBF-based QM calculations at some
snapshots. Our test calculations show that this CG polarization
model within the FF03 framework can provide reasonably
reliable descriptions on the relative stabilities of various α-
conotoxin peptides, in good agreement with other polarizable
force field methods. This polarizable CG MM model is useful
in studying some biologically interesting but very complicated
phenomena (such as protein−protein interactions).

6. CONCLUSIONS AND OUTLOOK

The GEBF approach has been demonstrated to be very
successful in predicting structures, stabilities, and properties of a
wide range of complex systems such as molecular aggregates,
polypeptides, proteins, and supramolecules. GEBF-based ab
initio MD simulations are now routinely available for exploring
the gas-phase dynamic behaviors of many chemically interesting
large systems. For large systems in condensed phase, one may
employ GEBF-based multilayer hybrid models to understand
their conformational preferences and dynamic properties.
However, the extension of the GEBF approach to periodic
systems is highly desirable to treat solid state materials and
liquids. With this development, the applications of GEBF-based
simulations will be dramatically expanded. On the other hand,
we should mention that the GEBF approach is not sufficiently
accurate for systems with strongly delocalized electrons (like
metallic compounds). Despite this limitation, we expect that
the GEBF approach will play an increasingly important role in
interpreting and understanding existing experimental facts on
various complex systems.
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An example for illustrating the construction of subsystems, the
comparison between the HF and GEBF-HF energy gradients
for an example, energy differences between two helical
structures of (Ala)8 and (Ala)18 calculated with different
methods, the PWB6K-optimized lowest-energy structures of
water clusters (H2O)n (n = 15−18), energy changes as
functions of time in AIMD simulations of (Ala)18, and the
average O−H distances in (Ala)8 as a function of time in MD
simulations. This material is available free of charge via the
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